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In practical reinforcement learning (RL), a representation of the full state 
which makes the system Markovian and therefore amenable to most 
existing RL algorithms is not known a priori. Decision makers are often 
facing so-called partial observability of the state information, which 
significantly hinders the task of RL. Motivated by recent advances in causal 
inference, we study batch RL in the face of unmeasured confounders using 
auxiliary variables. A number of non-parametric identification results are 
established, based on which several promising policy optimization 
algorithms are proposed with finite-sample regret guarantees. Further, if 
time permits, I will discuss the phenomenon named “blessing from experts” 
and introduce the framework of super reinforcement learning in the batch 
setting.   
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